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Homologation statement

Attention: This product may not be certified in your country for connection by
any means whatsoever to interfaces of public telecommunications networks.
Further certification may be required by law prior to making any such connection.
Contact an IBM representative or reseller if you have any questions.
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Preface

This manual is for use by service personnel who install, remove, diagnose, repair,
or test the ProtecTIER® V3.3.6 TS7610 Appliance Express® or TS7620 Appliance
Express.

The manuals are available on the IBM TS7610 ProtecTIER Deduplication Appliance
Express and IBM TS7620 ProtecTIER Deduplication Appliance Express Publications CD
are:

* IBM TS7610 ProtecTIER Deduplication Appliance Express Introduction and Planning
Guide, v3.3, GA32-0914

e IBM TS57620 ProtecTIER Deduplication Appliance Express Installation and Setup
Guide for VTL, and OpenStorage Systems, v3.3, GA32-0914

e IBM TS7610 and TS7620 ProtecTIER Deduplication Appliance Express Service Guide,
v3.3, GA32-0915

To access instructional videos and the latest updated service information in the
157610 Appliance Express and TS7620 Appliance Express Information Center, go to
http:/ /pic.dhe.ibm.com/infocenter/ts7610/ cust/index.jsp|

The content of this information center is also available on CD-ROM. However,
information contained on the CD-ROM might not be as current as the information
available online.

e IBM TS7610 ProtecTIER Deduplication Appliance Express and IBM TS7620
ProtecTIER Deduplication Appliance Express Customer Information Center DVD

* IBM TS7610 ProtecTIER Deduplication Appliance Express and IBM TS7620
ProtecTIER Deduplication Appliance Express Service Information Center DVD

© Copyright IBM Corp. 2010, 2014 xiii
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Chapter 1. Troubleshoot by using ProtecTIER V3.3.6
diagnostic tools

Use theProtecTIER Service Menu and ProtecTIER Manager to troubleshoot the
TS7610 Appliance Express or TS7620 Appliance Express server.

Interpreting hardware alerts

When a hardware component fails, the system issues alerts.

About this task

If hardware degradation or failure occurs, the components that are listed in|Table 1
on page 2| generate one or more of the following types of alerts:

* Beeps or other audible indicators
¢ Changes in LED state
* Hardware faults reported through the ProtecTIER Manager

* Email alerts or SNMP trap reports (if you enabled either, or both, of these
options during system configuration)

Important: Fault occurrences in the MegaRAID controller, SAS expander, Fibre
Channel adapter, Ethernet adapter, or DIMM might prevent communication
between ProtecTIER Manager and the server. As a result, ProtecTIER Manager
might not be able to report the hardware fault.

Because of this limitation, enabling email alerts and SNMP reports is the best
course of action. By doing so, you receive fault notifications regardless of
ProtecTIER Manager availability. Email alert and SNMP report messages might
take up to 45 minutes to arrive after a fault occurrence. The alert (or report)
provides information about the faulty component, the nature of the fault, and
suggestions for resolution.

To enable email alerts or SNMP traps, refer to the chapter on ProtecTIER
configuration, in the IBM TS7620 ProtecTIER Deduplication Appliance Express
Installation and Setup Guide for VTL, and OpenStorage Systems, v3.3, GA32-0914.

The following table provides an overview of the types of alerts that each
component might generate.

¢ Components that are identified by a square () has those alert options.

* Components that are identified by a triangle (1) might generate an alert in
ProtecTIER Manager. This type of failure can be seen as an LED change or in an
email alert/SNMP trap report.

 If the component cell in the table does not contain a square or triangle, then
that type of alert does not occur. For example, there is no audible alarm for
dual-port Ethernet adapter.

Refer to step for information about using ProtecTIER Manager alert

windows, email alert messages, and SNMP trap reports.

© Copyright IBM Corp. 2010, 2014 1



Table 1. Alerts by component type

Audible ProtecTIER Email alert /
Component Type alarm LED change Manager SNMP trap report
1 TB SATA hard disk drives
(HDDs) CRU
Power supply units (PSUs) CRU . . . .
Cooling fans CRU . . . .
Dual-port Ethernet adapter CRU . 0 .
RAID battery backup unit . . .
(BBU) CRU
Dual in-line memory modules
(DIMMs) CRU 0
USB portable DVD drive CRU .
Fibre Channel host bus adapter
(HBA) FRU
MegaRAID controller FRU .
SAS expander FRU .
Internal boot drive FRU - -

Finding information
About this task

In addition to using the step-by-step procedures provided in this document, you
can access instructional videos online. The videos demonstrate removing and
replacing the HDDs (hard disk drive) and PSUs (power supply unit). The videos,
which are in the Resolution guides, are easily accessible from ProtecTIER
Manager. Instructions for accessing the Resolution guides are provided in

" Accessing the Resolution guides from the ProtecTIER Manager Node menu”| and
“Accessing the Resolution guides from the Hardware faults window” on page 4

Instructional videos that demonstrate CRU replacement, are available online in the
TS7610 Information Center atfhttp:/ /pic.dhe.ibm.com/infocenter/ts7610/cust/|

ndex.jspl

Accessing the Resolution guides from the ProtecTIER
Manager Node menu
About this task

Note: The Resolution guides provide information and instructions for resolving
HDD and PSU faults, only. The guides are accessible only when ProtecTIER
Manager communicates with the affected server. If ProtecTIER Manager is not
available, use email alerts or SNMP reports.

Procedure
1. If it is not already running, start ProtecTIER Manager as described in

2. Log in to the system that includes the TS7620 Appliance Express server (node)
with the faulty component, as described in
3. Return to this procedure and continue with step

2 IBM TS7610 and TS7620 ProtecTIER® Deduplication Appliance Express: Service Guide


http://pic.dhe.ibm.com/infocenter/ts7610/cust/index.jsp
http://pic.dhe.ibm.com/infocenter/ts7610/cust/index.jsp

4. On the menu bar at the top of the ProtecTIER Manager window, click: Node >

Hardware.

The list of Resolution guides appears:

File

Cluster Managemert  System

ﬂ;’_:;'da Eepository  OpenStorage  Replication Wiew  Reports  Tools  Help

& ‘Refresh Pu? LE‘;J

& 200 node
@l Remove node

jﬂ L

Gi @ = 4 | % B

lanagement
e Metwork configurstion
Select & system: Showy version information ster
£ et _system E] : Server » Total utilization
Trace ] Used space: 0.0 MB
[' Hardware » ¥ Show hardware faults F 0.0MB
% pt_system Eefresh hardware faults o HiR Ste
Statizti B T
Rl sercs . =zolution glide.
‘i’ GEtIES - Miz=ing disk drive - Resolution guide
test
G cLagths el Physical Failed power supply in base unit - Resolution guide
! i sical
I'-E Bage urit ¥ Failgd power supply in expansion unit - Resolution guids
fE Expansion unt [01] E Used: 0.0 MB Failed upper canister in expansion unit [01] - Resolution guids
[‘E Expansion unt [02] O Fragmerted: 0.0 MB Failed lovwer canister in expansion unit [01] - Resolution guide
; Failed upper canizter in expansion unit [02] - Resolution guice
[ openstorane [ Allocable: .6 TB : S ¢ ; :
Failed lovwver canister in expanzion unit [02] - Resolution guide
T AIGCanE: e Te [ |
Figure 1. Resolution guides
5. Select the guide that is applicable for your task.
The guide opens with information and instructions for the task that is
displayed, as shown:
Dizplaysd below are{he neinactions how to resalvs laul delecisd ondick drive
Bechiv caidinisings, efviu |Hid 300 Peivvs retiensniosnd T B chibeen Detaormsfoationn Guit and
Sk ou b @ e pacimard DOk v o
Innpenr and mebes o misl s e eolacesend DD6 availibh now o proceed widh s
ephacemend process A0 DM musl be i plice norker for edequate cooling o
e DDA T o
Imstruetians for resalution
Flap 1 - Locals v |;
Locabethe disk dreve module with b amber LED: binking.
Slep 2 - Remors diive
Plansa nute; Danages can ocou o o deta disk i & removed vk s
SN
i i b S i Ul appacicimately 1 inch (25em) aed el
o oximahely 30 aecandds b altre 1hi dak Erive: Bivd 10 2200 doen You
oo masily identy e 1 nch [25mm) olsbsrce by puling the DOW o 10 el
of the black band on the cizk drive hande
SteD 3 - Rapiee i 1=
©
— 2
2o ] |
= |o

Figure 2. Failed disk drive Resolution guide

6. Scroll down to display any content not currently visible in the window.
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7.
8.

Click the > (play button) to start the video.
When you are finished with the Resolution guide, click Close.

Accessing the Resolution guides from the Hardware faults

window

About this task

Note: The Resolution guides provide information and instructions for resolving
HDD and PSU faults, only. The guides are accessible only when the ProtecTIER
Manager can communicate with the affected server. If the ProtecTIER Manager is
not available, refer to email alerts or SNMP reports.

Procedure

1.

10.

11.

12.

If it is not already running, start ProtecTIER Manager as described in

Log in to the system that includes the TS7620 Appliance Express server (node)
with the faulty component, as described in
Return to this procedure and continue with step El

Click Hardware faults at the bottom of the ProtecTIER Manager window.

The Hardware faults window appears, with a list of all hardware faults for the
selected server.

In the Actions column for an HDD or PSU, click the Resolve fault link.

Note: If the Actions column is not currently visible, scroll the display to the
right.

The Resolution guide for the selected component type displays.
Read the information in the guide.

Click the > (play button) to start a video.
Follow the instructions that are provided to resolve the fault condition.

When you finished performing the required actions, return to the Resolution
guide.

Click Recheck Faults.

A confirmation dialog box displays.

Click Yes to continue.

The Refresh Action dialog box displays, indicating that the refresh is in
progress. When the refresh completes, the dialog box closes.

The Hardware faults window displays. If you successfully resolved the fault,
the associated hardware alert no longer appears in the list.

When you are finished with the Resolution guide, click Close.

Accessing instructional videos and other information in the
Information Center
Procedure

1.

2.

Go to the TS7620 Appliance Express Information Center web page at:
[http:/ /pic.dhe.ibm.com /infocenter/ts7610/cust/index.jsp}

Follow the navigation instructions that are provided on the Information Center
page to locate and open the videos.
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3. Click the > (play button) to start the video.
4. When you are finished with the Resolution guide, click Close.

Receiving and responding to hardware alerts

Upon receiving an alert, you must identify which component generated the alert (if
it is not readily apparent). Analyze the cause and severity of the fault, and decide
on a course of corrective action. Methods for doing so are described in the sections
that follow.

ProtecTIER Manager Hardware Resources window
About this task

The Hardware resources window provides information such as component status,
FRU ID (part number), and resource fault details; for all of the CRU components,
and many of the FRU components.

When ProtecTIER Manager communicates with the server on which hardware
faults occurred, the information that is displayed in the Hardware resources
window helps identify, diagnose, and resolve the problem.

If ProtecTIER Manager is unavailable, and your system is configured for email
alerts or SNMP traps, refer to the hardware fault alert and resolution information
that is provided in those resources. FOr more information, see |“Email alerts” on|
page 9 and [“Using SNMP traps” on page 10|

Use this procedure to access the Hardware resources window.

Procedure
1. If ProtecTIER Manager is not running, use one of the following options to start
it:

* On a PC with a Windows operating system, click: Start > All Programs >
IBM > ProtecTIER Manager > IBM ProtecTIER Manager.

* On a PC with a Linux operating system, double-click the ProtecTIER
Manager icon on the Linux Desktop.

The ProtecTIER Manager window opens.

2. Log in to the system that includes the TS7610 Appliance Express or TS7620
Appliance Express ProtecTIER V3.3.6 server (node) with the faulty component.

Note: If you are unsure which system contains the faulty node, log in to each
system in turn. When a system name appears in red text in the Systems list,
that is the faulty system.

a. In the left-side navigation pane of the ProtecTIER Manager, click the
applicable system.

The Login to system dialog box opens.
Click Login.

In the Username field, type: ptadmin
In the Password field, type: ptadmin

® oo o

Select the Save password checkbox, click Ok, and then wait while
ProtecTIER Manager saves your information and logs you in to the system.

Chapter 1. Troubleshoot by using ProtecTIER V3.3.6 diagnostic tools 5



The following message appears:

tis strongly recommended that

woul setup the initisl
i)

configuration for the
ProtecTIERE softvware.

| Launch Configuration I lgnore J

Figure 3. Configuration wizard reminder

f. Click Ignore to close the message.

3. In the Nodes section of the Systems Management pane, click the TS7610
Appliance Express or TS7620 Appliance Express server on which a fault
occurred. Nodes with faults appear in red in the list, as shown:

# 1BM ProtecTIER® Ma nager

File Cluster Management System  Mode

EF Refresh P‘e [E_;:J Node

Systems Management

Select a host:

|ﬁ pt_syskem b |
[ statistics
F Activities

Y rassmbL 3 K KR
FE Hardware Resources

[ Openstorage

ts760957

Figure 4. Example of faulty nodes displayed in red on a ProtecTIER OST server

The ProtecTIER Manager window refreshes and changes to Nodes view, with
information for the selected server displayed.

4. In the Hardware resources window, click the tab in the middle pane of the
ProtecTIER Manager for the component for which you need information.

You might see these icons if the selected component is degraded (A) or is

in a failed state (® ), or has another type of fault.

In the next example, the disk drive component was selected and disk drive 12
has a small blue information icon. To see details of the information warning,
scroll to the pane on the right.

ProtecTIER Manager shows disk drive 12 is rebuilding.
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Hardware resourees

L Denk e
Fosid covel

P Batiory
Boot trive
U

Foraer sy b

Westey moss

ok meckis

Efreenst cord (On bosrd)

= @ &

Resource: Disk drive 12

0 The hardware component is undergaing 2 rebuild
operation.
Properties

FRLUIC: A5WBE6T

Speed: 3 Gb/Sec

Capacity: 931.512 GB

Type SATA
feod
el
f=23
=3
©
N~
2

Figure 5. Hardware resources window, disk drive 12 rebuilding

The following example shows the disk drive component where all the disk
drives are working.

Pee—————— weew 0|

File Cluster Management System Node Repository ¥T Replication View Reports

Ep Refresh ?e @ Hode *,j 5 .\’ x Z, @ Library

Tools

A Cartridges “.; {% Replication Policy \JA % @

Help

stems Management

EESpS

Select a system:

Hardware Resources
Status: Ok pt_system

y: pt_cluster

|Q pt_system

Hardware resources

| T
“ pt_system
) statistics
R Activities
‘1 test (X.XX.XXX.XXX)
[ Hardware Resources
‘ Virtual Tape Library
& Replication Policies
B sheit

© Liorary Library

Back

Disk drive - : =
s FORE- OO J Resource: Disk drive 1
1 2 3 —
Raid battery @ The hardware componert is online and operational.
Boot drive Eo E
" 5 - = Properties |
" FRU ID: 98Y2420
Server properties
Speed: 6 Gb/Sec
Serial number: MBP0344037G15C4 Capacty: 1818 TB
FRU ID: 03000200-0400-0500-0006-000700080009 Type: SAS
MTM: 39595M2
BIOS level 080016 ur !
Front

dB) Grids Management

IR
€% Systems Management  |[{] ] =
@ YT Online  ptoper logged in to pt_system as operator Replication [ 0.00 [ 0.00 Backup [ 0.00 [ 0.00 8:47 AM l Hardware faults | | software alerts \ | Events log ] (’\n

Figure 6. Hardware resources window

5. In the Resource pane, on the right side of the window:
a. Note the name of the component that generated the alert.

b. Read the problem description to determine what caused the alert.
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c. Under Properties, note the FRU ID.

Note: The FRU ID (part number) for both CRU and FRU components, is
expressed as a FRU ID.

d. Under Resource fault, read the information in the Associated Messages
area, and follow any instructions.
6. When you are finished reviewing fault and component information, use one of
the following methods to exit the ProtecTIER Manager:
* Click File > Exit.
OR
¢ Click the X in the upper-right corner of the window.

7. Verify that the alert received was not caused by an easily resolved condition,
such as a loose power cord or a defective cable.

ProtecTIER Manager Hardware Faults window
About this task

The Hardware faults window provides information on all of the hardware faults
currently in effect for the specified server. When the ProtecTIER Manager is able to
communicate with the server on which a hardware faults occurred, the information
in the Hardware faults window might help you to identify, diagnose, and resolve
the problem. If the ProtecTIER Manager is unavailable, and your system is
configured for email alerts or SNMP traps, refer to the hardware fault alert and
resolution information that is provided in those resources.

Use the following procedure to access the Hardware faults window.

Procedure
1. If it is not already running, start PT Manager as described in |ProtecTIE
[Manager Hardware Resources window]

2. Log in to the system that includes the TS7610 Appliance Express or TS7620
Appliance Express server (node) with the faulty component, as described in IZl
ﬁon page 5

3. Select the server (node) on which the fault occurred, as described in

4. There are two ways to access Show Hardware Faults:
* Node > Hardware > Show Hardware Faults

e If there is a current hardware fault, click Recheck faults at the lower right of
the ProtecTIER Manager window.

The Recheck Faults window opens, with one or more fault messages on
display in the Associated messages column:
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lescls  Hardware fauls. 7]

The tabls below lists the faults tetectad on the hardivare resources.
For information sbout servicing componets, see the Liser's and Mairtenance Guide on the Publications CD-ROM, and the repsir videos located st
i fipublib boulder iom cominfocenterts761 Dicustindex jsp

Resources faults Opions ¥
state | Date | Faut ID [ Assaciated messages [ Herdwareresource [ Staus [ aelions

Open  TueduDG21ZIOMST200  1NEASIB0NS2 The RAID Battery failed "~ Raid hattery 1 @ Faied
Open  Wed Jul7 20ABSIMST20M0 1278538203525 1. Power Supply status not OK Pawer suppiy 1 C3 Failed Besolve faut

2. Powsr supply: A fai

3. Fower supply is off

4. Power sugply: DG fail

5. Pawer supply urit (PSL) hes failed. Check ta make sure that the PSUis fuly inserted n its bay,

andthat the power cord is connected o the FSL and the power source. If the FSL is properly
inserted anel the power cord s connected at beth ends, the PSU has prebably failed and @
replacement is reduired. Ses the User's and Maintenance Guids for more information

4 1 5

[Betresn | [gose

ts760638

Figure 7. Recheck faults window

5. Review the displayed information, and make note of the defective components
name (or type) and FRU ID.

Note: The FRU ID (part number) for both CRU and FRU components, is
expressed as a FRU ID.

6. Verify that the alert received was not caused by an easy to resolve condition,
such as a loose power cord or a defective cable.

7. Refer to[fon page 3

Email alerts
About this task

If a hardware degradation or failure occurs, systems that are configured to use
email alerts send a problem report message to one or more designated recipients.
Email alerts notify you of hardware fault, even if you do not have access to the
ProtecTIER Manager. When a hardware fault occurs, the system generates and
sends a problem report, similar to the one shown in :

The following hardware alert has been issued for the indicated IBM TS57610 Deduplication Appliance Express.
Alert issued for part: Hode O/Enclosure 63,Eth Card 1

Report time and dACB......cooaseaaaaans 07/08/10 09:15:02 MS5T
Source HoST HalS..w.iiinnnnnnnnnnnns rassmbl

SOUYCE TP nnnnnnnns 9.11.219.152
Business/Company Name......cciveeannunns B

Customer Number....... 2,USR

Prodact serial number.

IszemElal =iy Aeifmitte= o ooo00000000000000 5639-TLL

Produact Machine Type and Model ....... EEEEEREL

Date and Time of fault occurrence.....
Igzgtsdlamn 85 0000000000 0000

07/08/10 08:50:08 MST

W A M A A A A AR AR AR AR A A A S

1378680619611
Problem Iype Hardware
Alert issued fOr DEXC...i v venmnnnnns Node O/Enclosure 63,Ech Card 1
Failing paX¥t FRU id. ...t ninnnnnnnn 38¥e137 ~
Brenl Bl Lo o i FAILED $
T R s 0xAR0Z0001 3
Problem DescripLion.......cciveeneeans Adapter link is down. Verify ecakling E

Figure 8. Email alert

Procedure
1. Upon receiving an email alert:
a. Open the message and review the information in the report.
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b. Make note of the defective components name (or type) and FRU ID.

Note: The FRU ID (part number) for both CRU and FRU components, is
expressed as a FRU ID.

2. Verify that the alert you received was not caused by an easy to resolved
condition, such as a loose power cord or a defective cable.

Using SNMP traps
About this task

In the event of hardware or software degradation or failure, ProtecTIER systems
which are configured to use Simple Network Management Protocol (SNMP) can
send a problem notification to designated recipients. SNMP notifications, or traps,
can be sent even if the ProtecTIER Manager interface is unavailable.

To use SNMP traps you need the following items:

¢ SNMP trap receiver software installed on an SNMP trap server. Follow the
instructions from the manufacturer to install and configure the SNMP trap
receiver software.

* The file name and location of the management information base (MIB) file for
the SNMP trap receiver. On the ProtecTIER server, the file name is:
IBM-TS7600-SNMP-MIBV2.mib located in: /usr/share/snmp/mibs. The full path is:
/usr/share/snmp/mibs/IBM-TS7600-SNMP-MIBV2.mib.

* The IBM-TS7600-SNMP-MIBV2.mib file needs to be copied onto the SNMP trap
receiver and the trap receiver software must point to the directory location of the
MIB file for translation of the trap messaging.

* SNMP trapping enabled on one or more of your ProtecTIER servers. Use the
ProtecTIER Manager Configuration wizard to enable the SNMP trap option on
3959 SM1 servers. See the IBM TS7620 ProtecTIER Deduplication Appliance Express
Installation and Setup Guide for VTL, and OpenStorage Systems, v3.3, GA32-0914 for
instructions on SNMP configuration. For 3958 AP1 or 3958 DD4 servers, see the
IBM ProtecTIER User’s Guide for Enterprise Edition and Appliance Edition, V3.3.6,
GA32-0922.

The ProtecTIER servers have the following improvements in SNMP support.

* ProtecTIER software events that send specific notifications based on the error
that occurred.

* ProtecTIER hardware events that trigger specific notifications are based on the
error that occurred, such as a CPU event or power event.

* Send enough detailed information with the SNMP notification so that you can
understand the problem. The ProtecTIER Manager Configuration menu gives
you the option to filter SNMP traps based on severity.

— Error-level severities can be filtered by:
- Error

Warning

Information

Software error categories include:
* VIL

* Replication

* OpenStorage

» FSI
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Repository storage
Cluster
System

Hardware error categories include:

CPU memory module

Cooling module (fan)

Internal boot drives

Ethernet cards

Power supplies

RAID card

RAID battery

Front end adapter, if VIL enabled
General server errors

General network errors

Ethernet switch, if cluster enabled with SMC switch (TS7650 or TS7650G
only)

Network power switch, if cluster enabled with new network power
switch (TS7650 or TS7650G only)

3958 AP1 specific

Back end adapter (TS7650 or TS7650G only)
Disk controller (TS7650 or TS7650G only)
Disk expansion (TS7650 or TS7650G only)
3959 SM1 specific

SAS expander

SATA hard disk drives

— Warning-level severity includes:

Replication warnings

VTL warnings

OpenStorage warnings

FSI warnings

Capacity warnings

RAS warnings

— Information-level severity includes:

- VTL configuration change events

- OpenStorage configuration change events

- FSI configuration change events

- Replication events

* SNMP in ProtecTIER version 3.1 or later supports threshold monitoring and
allows the user to specify thresholds for the following system runtime behavior:

— Repository space issues

- Nominal capacity

- Physical capacity

— There are two threshold levels a user can set:

- Information level: a trap is sent when the repository regains free space and
rises about the information level.
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- Warning level: a trap is sent when the free space in the repository falls
below the warning level

- Going below the informational threshold issues an SNMP trap only if the
warning threshold has been crossed. This method is to ensure that the user is
not flooded with alerts when the normal operation crosses the low water
mark threshold frequently.

— Capacity thresholds can be set specifying % from the repository or specifying
space (GBs).
* Using an IBM-registered management information base (MIB) file.

— The MIB file is implemented in a tree structure and has a unique OID for
each message supported.

— The MIB file ships on the ProtecTIER server.
* Provide reporting to the network management application software.
* Improved communication options:

— SNMP traps are sent through the customer network (eth0) by using the UDP
protocol.

— By default, port 162 is used and up to five destinations are supported.

— Customers can optionally select a different port for SNMP traffic by using the
ProtecTIER Manager Configuration menu.

On systems configured to use SNMP traps, an agent monitors the ProtecTIER
server and reports fault information to a network management application.
Periodically the data is sent to the designated SNMP server in the form of an
SNMP trap report, a portion of which is shown in [Figure 9 on page 13, SNMP trap
reports allow you to receive hardware or software fault notifications whether or
not you have access to the ProtecTIER Manager interface. The display format of
the trap report varies between different trap receiver software applications. Your
trap report might not look exactly like the following example.

12 IBM TS7610 and TS7620 ProtecTIER® Deduplication Appliance Express: Service Guide



=1 4 Detailed Trap Contents
. L TrapID: 3

@ Received time ¢ 7/9/2010 9:15:38 AM, 732953

- @ PDU Type : NOTIFY

. @ Version : SNMP v2¢

s Agent Address : 9,11.219,152

. ,L Source Address 1 9.11,219, 152 {maybe a proxy)

_,L Manager Address ; 9,11, 175.139
g Q TrapQID: . 1.3.6.1.4.1.2.6.224,1.3.1
SvelpTime : 359424 {00h:59m: 595,94 )
Community : public
Variable bindings ; Count 13
syslipTime.d = 355454
snmpTrap2ID. 0 = tsRasMewProblemCpened
tsRasHostame = rassmbl
tsRasHostIP = 9,11, 219,152
tsRasProductSerialMumber =
tsRasProblemSeverity = FAILED
tsRasiCustomerilumber = 2, USA
tsRasProblemId = 1278620619611
tsRasCompanyMame = A
tsRasProblemSrn = OxAA030001
tsRasProblemDescription = Adapter link is down. Verify cabling
tsRasProblemType = Hardware
i [+ tsRasProductTiM = 33535M1
=-% Trap Profile

L. No profile defined : Using default

| GG GG e

ddddddsdaas s

ts760649

Figure 9. SNMP trap report

Procedure

1. Run the SNMP trap catcher program on the SNMP server.

2. Open the SNMP report and review the information.

3. Make note of the defective component's name (or type) and FRU ID.

Note: The FRU ID (part number) for both CRU and FRU components, is
expressed as a FRU ID.

4. Verify the alert received was not caused by an easily-resolved condition, such
as a loose power cord or a defective cable.

Verifying hardware faults
About this task

Procedure

1. If necessary, start ProtecTIER Manager and log into the system that includes
the TS7620 Appliance Express server (node) with the faulty component.
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For detailed ProtecTIER Manager login instructions, refer to IBM TS7610 and
TS7620 ProtecTIER Deduplication Appliance Express User’s and Maintenance Guide,
v3.3, GA32-0916.

Note: If you are unsure which system contains the faulty node, log in to each
system in turn, until you find the system that has it's name displayed in red
text in the Systems list.

2. In the Systems Management pane, click the TS7620 Appliance Express server
on which a fault has occurred. Nodes with faults appear in red in the list, as
shown below:

8 BM ProtecTIER® Manager

File Cluster Management System Mode

E‘; Refresh Pﬁ‘.‘ @ Node

Systems Management

Select a host:

|m pk_syskem w |
[y statistics
F Activities

Y rassmbL xR KA KRN
|_—E Hardware Resources

E—‘El OpenStorage

ts760957

Figure 10. Faulty nodes displayed in red

The ProtecTIER Manager window refreshes and changes to Nodes view, with
information for the selected server displayed.
3. Make sure the alert you received was not caused by an easily-resolved
condition, such as a loose power cord or a defective cable.
4. The FRU ID for both CRU components and FRU components is expressed as a
FRU ID. To find the FRU ID of the defective component:
a. Select Hardware Resources in the ProtecTIER Manager navigation menu on
the left.
b. Select the specific hardware resource in the middle pane of the ProtecTIER
Manager window.
c. The FRU ID appears in the ProtecTIER Manager Resource pane on the
right.

Tip: You can watch instructional videos of the procedures by going to the
IBM® System Storage® TS7610 ProtecTIER Deduplication Appliance Express|
Customer Information Center

ProtecTIER Service menu health monitoring and problem notification

This section explains ProtecTIER Service menu system health monitoring and
problem notification tools.
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About this task

Complete the following steps to access the Health Monitoring menu. Use Health
Monitoring to either diagnosis a hardware problem or verify if hardware
replacement fixed the problem

Health Monitoring
Procedure

1.

If necessary, power-on the server and the monitor, and wait for the login
prompt to display.

For power-on instructions, see ["TS7610 or TS7620 power off sequence” on page|
Access the ProtecTIER Service Menu with a monitor and keyboard plugged
into the TS7610 Appliance Express or TS7620 Appliance Express server. Log on
with ID ptconfig, password ptconfig

When the ProtecTIER Service Menu appears, select the ProtecTIER
Configuration option.

1) ProtecTIER Configuration (...)
2) Manage ProtecTIER services (...)
3) Health Monitoring (...)

4) Problem Alerting (...)

5) Version Information (...)

6) Generate a service report

7) Generate a system view

8) Update ProtecTIER code

>>> Your choice?

Select Health Monitoring.
Health Monitoring contains the following options:

* Display system health summary - this option reports the current state of the
system, without underlying components details

* Display detailed system health state - this option reports the current state of
the system, with details of all the underlying components

* Run a full system check - this option reports the state of the all the hardware
components

* List open problems - this option lists hardware or system problems

* Service mode - Select this option before servicing the system to prevent
adding false system errors during system maintenance. Exit this mode once
system maintenance is done.
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B) Back
E) Exit

>>> Your choice?

ProtecTIER Service Menu running on rassmx
Health Monitoring (...)

1) Display system health summary
2) Display detailed system health
3) Run a full system check

4) List open problems

5) Service Mode

Select Run a full system check.

5. If a disk drive is missing or defective, you might see this when you run your
health check. This example shows that disk drive 5 is missing.

>>> Your choice? 1

Begin Processing Procedure
TS7610 Checkout Version 7123.122-0 executed on: 2011-05-05T20:36:10

Summary of NON-OK Statuses:

0ffline 0

Failed 0

Unknown 0

Degraded 0

Rebuilding 0

Missing 1

Verify state of DDM 5 (Node O/Enclosure 8)............. MISSING
*MISSING: Component Location: Node O/Enclosure 8/DDM5

*MISSING: FRU ID: 45W8867

*MISSING: Enclosure 8

*MISSING: capacity: 931.512

*MISSING: speed: 3.0

*MISSING: capacityUnit: GB

*MISSING: SpeedUnit: Gb/s

*MISSING: diskType: SATA

*MISSING: SRN: OxAA100001

*MISSING: The hard disk drive is missing. Check that the disk drive is
*MISSING: present in the dive bay and is properly seated. If not
properly

*MISSING: seated, try reseating the drive. See User's and Maintenance
*MISSING: Guide for more information.

6. If disk drive 12 has been replaced and you rerun the health check, the health
check report shows that disk drive 12 is rebuilding.
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>>> Your choice? 1
Begin Processing Procedure
TS7610 Checkout Version 7123.122-0 executed on: 2011-05-05T22:46:17

Summary of NON-OK Statuses:
0ffline 0

Failed 0

Unknown 0

Degraded 0

Rebuilding 1

Missing 0

*REBUILDING: Component Location: Node 0/Enclosure 8/DDM12
*REBUILDING: FRU ID: 45W8867

*REBUILDING: Enclosure 8

*REBUILDING: capacity: 931.512

*REBUILDING: speed: 3.0

*REBUILDING: capacityUnit: GB

*REBUILDING: SpeedUnit: Gb/s

*REBUILDING: diskType: SATA

End Processing Procedure

7. Once a component has been successfully replaced or rebuilt than you will see
this output when you rerun your health check:

TS7610 Checkout Version 7123.122-0 executed on: 2011-05-05T24:46:17

Summary of NON-OK Statuses:
0ffline 0

Failed 0

Unknown 0

Degraded 0

Rebuilding 0

Missing 0

8. To exit the system ProtecTIER Configuration menu, type: E <enter>.
You are then returned to the server command prompt.

Problem Alerting
Procedure

1. If necessary, power-on the server and the monitor, and wait for the login
prompt to display.

For power-on instructions, see [“TS7610 or TS7620 startup” on page 25
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2. Access the ProtecTIER Service Menu with a monitor and keyboard plugged
into the TS7610 Appliance Express or TS7620 Appliance Express server. Log on
with ID ptconfig password ptconfig

3. When the ProtecTIER Service Menu appears, select the ProtecTIER
Configuration option.

1) ProtecTIER Configuration (...)
2) Manage ProtecTIER services (...)
3) Health Monitoring (...)

4) Problem Alerting (...)

5) Version Information (...)

6) Generate a service report

7) Generate a system view

8) Update ProtecTIER code

>>> Your choice?

4. Select Problem Alerting.
The system Problem Alerting contains the following options:

* Enable/Disable Call Home - depending on your current Call Home state,
select this option to either enable or disable Call Home

* Send a Test Call Home

* Configure Call Home Heartbeat frequency - sets how often the Call Home
communication path is checked

* Send a Heartbeat Call Home - this option checks the Call Home
communication path

* Enable/Disable Notification by email - depending on your current
Notification by email state, select this option to either enable or disable
Notification by email

* Test Email Notification - sends a test email to verify email address
* Activate Call Home Polling Function

ProtecTIER Service Menu running on rassmx
Problem Alerting (...)

1) Enable/Disable Call Home

2) Send a Test Call Home

3) Configure Call Home Heartbeat frequency
4) Send a Heartbeat Call Home

5) Enable/Disable Notification by email

6) Test Email Notification

7) Activate Call Home Polling Function

B) Back
E) Exit

>>> Your choice?

5. To exit the Problem Alerting menu, type: E <enter>.
You are then returned to the server command prompt.
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ProtecTIER V3.3.6 Call Home

IBM recommends that you enable the Call Home feature on each of your
ProtecTIER servers. Doing so speeds-up problem determination and fault
resolution. When enabled on the TS7610 Appliance Express and TS7620 Appliance
Express, Call Home uses a connection on your Ethernet network to transmit
hardware and software problem reports to IBM. For detailed instructions on
enabling Call Home on your TS7610 Appliance Express and TS7620 Appliance
Express servers, see the IBM TS7620 ProtecTIER Deduplication Appliance Express
Installation and Setup Guide for VTL, and OpenStorage Systems, v3.3, GA32-0914.

When the Reliability, Availability, and Serviceability (RAS) software on the TS7610
Appliance Express and TS7620 Appliance Express server detects an error condition,
Call Home sends detailed error information to IBM (home). If the error indicates a
problem with a field replaceable unit (FRU), an IBM Service Representative can
then prepare an action plan to handle the problem before traveling to your site.

The TS7610 Appliance Express and TS7620 Appliance Express provides three Call
Home capabilities: Problem Call Home, Heartbeat Call Home, and Test Call Home;
described below. RAS sends data files that may be helpful to IBM Support Center
personnel for all three types of Call Home. These data files include error logs and
configuration information, such as the Machine Reported Product Data (MRPD)
log.

The customer can also chose to have IBM service enable their Call Home. IBM
service can activate the customer's Call Home through the TS7620 Appliance
Express ProtecTIER Service Menu.

Call Home through the ProtecTIER Service Menu

To access Call Home options through the ProtecTIER Service Menu, you will need
the following:

* administrator logon access into the customer's ProtecTIER V3.3.6 TS7610
Appliance Express or TS7620 Appliance Express server

* the ProtecTIER V3.3.6 TS7610 Appliance Express or TS7620 Appliance Express
server must have already been installed and configured

Enabling or disabling Call Home

Use the ProtecTIER Service Menu to enable or disable the server's ability to place a
Call Home call and alert IBM if a system problem occurs.

About this task

If this is the first time Call Home is being enabled on the server, you must
do so using the ProtecTIER Configuration window. Refer to IBM TS7620
ProtecTIER Deduplication Appliance Express Installation and Setup Guide for VTL, and
OpenStorage Systems, v3.3, GA32-0914, for detailed configuration instructions.
Should you need to disable or re-enable Call Home in the future, you will have the
choice of doing so using the ProtecTIER Configuration menu or the Configuration
window in the ProtecTIER Manager.
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Accessing the ProtecTIER Service Menu
Procedure

1. If necessary, power-on the server and the monitor, and wait for the login
prompt to display.

For power-on instructions, see |”TS7610 or TS7620 startup” on page 25.|

2. At the login prompt, type: ptconfig and press <enter>.
3. At the Password prompt, type: ptconfig and press <enter>
The ProtecTIER Service Menu displays:

1) ProtecTIER Configuration (...)
2) Manage ProtecTIER services (...)
3) Health Monitoring (...)

4) Problem Alerting (...)

5) Version Information (...)

6) Generate a service report

7) Generate a system view

8) Update ProtecTIER code

>>> Your choice?

Choose Problem Alerting

ProtecTIER Service Menu running on rassmx
Problem Alerting (...)

1) Enable/Disable Call Home

2) Send a Test Call Home

3) Configure Call Home Heartbeat frequency
4) Send a Heartbeat Call Home

5) Enable/Disable Notification by email

6) Test Email Notification

7) Activate Call Home Polling Function

B) Back
E) Exit

>>> Your choice?

4. Go to ["Enabling Call Home”| or[“Disabling Call Home” on page 21.|

Enabling Call Home
About this task

Procedure

1. On the Enable/Disable Call HomeMenu in step [1} select Enable/Disable Call
Home. Type: 1 and press <enter>.

The following messages, display:
Getting Call Home state [ Done ]
Call Home successfully set.

2. When the Call Home is currently Disabled, do you wish to enable it?
(yes|no) prompt displays, type: y <enter>.

The Configuring Call Home [ Done ] message displays.

3. When the Press the ENTER key to continue... message displays, press
<enter>. You are returned to the ProtecTIER Service Menu.
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4.

You can select q to quit the menu and log out (it will close the connection), or
proceed to another menu item task.

Disabling Call Home:
About this task

Use the procedure below to disable Call Home functionality.

Procedure

1.
2.

3.

Access the ProtecTIER Configuration Menu. See

Select the Enable/Disable Call Home option, as described in step

above.

When the Call Home is currently Enabled, do you wish to disable it?
(yes|no) prompt displays, type: y <enter>.

message displays:
Call Home is disabled [ Done ]
Call home succesfully set to false

When the Press the ENTER key to continue... message displays, press
<enter>. You are returned to the ProtecTIER Service Menu.

You can select q to quit the menu and log out (it will close the connection), or
proceed to another menu item task.

Possible hardware fault solutions

About this task

Table 2. Easily resolved fault conditions

If you
experience a
problem Possible

related to... |condition Resolution
Loss of An Ethernet cable | Reconnect the cables to the applicable ports. The port
connectivity | might be LEDs illuminate.
to the disconnected
ProtecTIER | from the adapter
Manager installed in Slot 3
or from the

on-board Ethernet
port (NIC 2).

An Ethernet cable | Completely disconnect and remove the existing Ethernet

might be cable and replace it with a new cable. The port LED
damaged or illuminates.
faulty.

HDD The HDD might |Push the HDD fully into the bay until the front of the
be improperly drive is flush with the front of the server chassis. The
seated in the HDD LED illuminates.
drive bay.

After replacing an 1, Remove the drive.
HDD, the new

HDD did not set
as the hot spare 3. Use GUI repair wizard for missing drive. This wizard

will guide the user to insert the drive and it will set
it to hot spare.

2. Wait for GUI to show drive is missing.
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Table 2. Easily resolved fault conditions (continued)

If you
experience a
problem
related to...

Possible
condition

Resolution

PSU

The power cord
might be loose or
unplugged from
the PSU or power
source.

Fully insert the power cord into the outlets on the PSU
and the power source. The PSU LED illuminates.

The PSU might be
improperly seated
in the bay.

Push the PSU into the bay until it is fully inserted. The
PSU LED illuminates.

Cooling fan

The fan might be
improperly seated
in the fan tray.

Perform substeps a and b of step [L on page 89} Check to
see that the fan is properly seated then perform substep
b of st

RAID BBU

The internal cable
from the BBU to
the MegaRAID
controller might
may be
disconnected.

Perform stepll on page 100| and substeps a and b of step
|2 on page 100| Check to make sure that the cable from
the RAID controller to the BBU is securely connected

then perform substep f of step|3 on page 100|and step

DIMM

One or more
DIMMs might be
improperly seated
in the slot.

Perform stepll on page Sa and substeps a and b of step @
|0n page 86| Check to make sure each of the DIMMs is
fully seated then

perform substeps d and e of step
and scp

Dual-port
Ethernet
adapter

An Ethernet cable
might be
disconnected
from the adapter
installed in Slot 3
or from the
on-board Ethernet
port (NIC 2).

Reconnect the cables to the applicable ports. The port
LEDs illuminate.

An Ethernet cable
might be
damaged or
faulty.

Completely disconnect and remove the existing Ethernet
cable, and replace it with a new cable. The port LEDs
illuminate.

Fibre
Channel
HBA

One, or both, of
the Fibre Channel
cables might be
disconnected
from the adapter
installed in Slot 5.

Reconnect the cables to the adapter.

One, or both, of
the Fibre Channel
cables might be
damaged or
faulty.

Completely disconnect and remove the existing Fibre
Channel cables and replace them with new cables. The
port LEDs illuminate.
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Chapter 2. General service procedures

This section contains general instructions that are referenced by the component
replacement procedures.

Electrostatic discharge procedures

When removing and replacing CRU components, take the precautions listed below
to avoid static electricity damage:

Whenever possible, wear an Electrostatic discharge (ESD) wrist strap. When
doing so, ensure that the flexible grounding cord remains connected to you and
to the frame of the machine. Because the wrist strap has a high resistance (>1
megohm) resistor in series with the grounding clip, there is no danger to you.
The resistor discharges the static electricity from your body. To use the ESD
wrist strap:

1. Place the elastic band around your wrist.

2. Connect the clip on the flexible grounding cord to an unpainted frame
ground point on the rack.

3. Keep the strap on and connected while you touch, insert, or remove any
ESD-sensitive part.

Do not open the static-protective package that contains the component until you
are instructed to do so.

Limit your movement. Movement can cause static electricity to build up around
you.

Always handle components carefully. Handle adapters and memory modules by
the edges. Never touch any exposed circuitry, including the gold connectors
along the bottom edge of the PCI adapters.

Prevent others from touching the components.

When possible, remove the component and install it directly in the computer
without setting the component down. When this is not possible, place the
static-protective package on a smooth level surface and then place the
component on top of the package.

TS7610 or TS7620 power off sequence
About this task

This is the recommended manual power off sequence for a TS7610 or TS7620
server.

Procedure

1.

2.

Attach a keyboard and monitor to the server and access the ProtecTIER
Service Menu. Log on with the ID ptconfig and the password ptconfig.

In the ProtecTIER Service Menu, select the Manage ProtecTIER Services (...)
option.
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1) ProtecTIER Configuration (...)
2) Manage ProtecTIER services (...)
3) Health Monitoring (...)

4) Problem Alerting (...)

5) Version Information (...)

6) Generate a service report

7) Generate a system view

8) Update ProtecTIER code

>>> Your choice?

3. In the Manage ProtecTIER Services (...) menu, select Stop all services.

ProtecTIER Service Menu running on rassml
Manage ProtecTIER Services (...)

1) Display services status

2) Start all services

3) Stop all services

4) Stop ProtecTIER services only (including GFS)
5) Stop VTFD service only

6) Poweroff This Node

7) Reboot This Node

B) Back
E) Exit

>>> Your choice?
&

4. When the services are stopped, the system shows the following messages:

Stopping ptrasd [ Done ]
Stopping vtfd [ Done ]
Stopping ptcluster [ Done ]

5. Press <enter> to return to the ProtecTIER Service Menu.
6. In the Service Menu, select Manage ProtecTIER Services (...).

7. In the Manage ProtecTIER Services (...) menu, select Poweroff This Node to
poweroff the server.

ProtecTIER Service Menu running on rassml
Manage ProtecTIER Services (...)

1) Display services status

2) Start all services

3) Stop all services

4) Stop ProtecTIER services only (including GFS)
5) Stop VTFD service only

6) Poweroff This Node

7) Reboot This Node

B) Back
E) Exit

>>> Your choice?
o

When the power off processes complete, the power LED on the chassis operator
panel is off and the monitor screen goes blank.
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TS7610 or TS7620 startup
About this task

This is the recommended manual startup sequence for a TS7610 or TS7620 server.

Procedure

1. Verify the power cords are connected to each PSU and secure the cords with
the wire bales.

If the TS7610 or TS7620 chassis is installed within a frame, restore power to the
frame by frame's UPO switch or the customer's circuit panel.

2. Press the power button on the TS7610 or TS7620 chassis operator panel to
power on the chassis.

The chassis operator panel has the following buttons and LEDs:

Table 3. Chassis operator panel

System reset

USB socket

2| Power active
Unit fault

4] ID LED

B On/Off button
a

ID LED switch

Press the On/Off button ([Al) on the server operator panel.
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Figure 11. Chassis operator panel

Approximately 15 minutes after the server is powered-on, you will be able to
log in to the ProtecTIER Service Menu.

3. Attach a monitor and keyboard to the server and access the ProtecTIER
Service Menu. Log on with the ID ptconfig and the password ptconfig.

4. In the ProtecTIER Service Menu, select the Manage ProtecTIER Services (...)
option.

1) ProtecTIER Configuration (...)
2) Manage ProtecTIER services (...)
3) Health Monitoring (...)

4) Problem Alerting (...)

5) Version Information (...)

6) Generate a service report

7) Generate a system view

8) Update ProtecTIER code

>>> Your choice?

5. In the Manage ProtecTIER Services (...), select Display services status.

CAUTION:

When a hardware component is replaced, a firmware update will
automatically start after a reboot or server startup. Please do NOT power off
the system during this operation, as interrupting the update may corrupt
your system or risk data integrity.
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ProtecTIER Service Menu running on rassml
Manage ProtecTIER Services (...)

1) Display services status

2) Start all services

3) Stop all services

4) Stop ProtecTIER services only (including GFS)
5) Stop VTFD service only

6) Poweroff This Node

7) Reboot This Node

B) Back
E) Exit

>>> Your choice?

When the display shows all the services have started, the startup process is
complete.

Placing the TS7610 or TS7620 to service position
About this task

To service the internal CRU components, you must place the server in service
position. In this position, the server is extended outside of the frame, and is
suspended on the slide rails and support tray.

To place the server in service position, follow the procedure below.

Tip: An instructional video of this procedure is available in TS7610 and TS7620
Appliance Express ProtecTIER V3.3.6 Information Center. To access the video, go
to: |http:/ /pic.dhe.ibm.com/infocenter/ts7600 /serv /index.jsp}

Procedure

1.

2.

Working from the front of the frame, press the thumb latches on the front of
the server downward, to release the catches.

Carefully slide the server, tray, and rails, forward, ensuring that no cables are
binding or cable tension is exceeded at the back of the server. Continue to slide
forward fully until the rails are locked in place. gY .

See [Figure 12 on page 28|

Chapter 2. General service procedures 27


http://pic.dhe.ibm.com/infocenter/ts7600/serv/index.jsp

©
=
<
o
©
~

%)
2

Figure 12. Server extended onto rails

Removing the server's top cover
About this task

With the exception of the cooling fans, you must completely remove the server's
top cover to gain access the internal CRUs. There is one locking screw that secure
the TS7610 or TS7620 server cover. To do so:

Procedure

Loosen the cover's locking screw 1/4 turn, press the silver button [, and
slide the cover back and up to remove it [E]. See [Figure 13 on page 29
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Figure 13. Removing the top cover

Placing the TS7610 or TS7620 to operational position
About this task

Following service, use the procedure below to replace the server's top cover, and
return the server to the operational position inside the frame.

Procedure
1. Working from the front of the frame, slide the top cover into place over the
chassis .

2. Tighten the cover's locking screw H.
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Figure 14. Replacing the top cover

3. Lift up on the blue clips located on the sides of the slide rails, to release the
safety catches.

4. Carefully slide the server back into the frame until it is fully retracted and
locked into place.

Updating and verifying the TS7610 or TS7620 firmware with the
ProtecTIER Service Menu

This procedure explains how to update the firmware for all TS7610 Appliance
Express and TS7620 Appliance Express hardware components.

About this task
Firmware automatically updates when the server is rebooted.

Do this procedure if you choose to manually insure that the firmware level of the
hardware component is at a level that is supported by your currentProtecTIER
server software level.

To perform an update firmware level the TS7610 Appliance Express or TS7620
Appliance Express server must be previously installed and configured.

Procedure

1. If necessary, power-on the server and the monitor, and wait for the login
prompt to display.

2. Access the ProtecTIER Service Menu with a monitor and keyboard plugged
into the TS7610 or TS7620 server. Log on with ID ptconfig password ptconfig
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3. When the ProtecTIER Service Menu appears, select the ProtecTIER
Configuration option.

1) ProtecTIER Configuration (...)
2) Manage ProtecTIER services (...)
3) Health Monitoring (...)

4) Problem Alerting (...)

5) Version Information (...)

6) Generate a service report

7) Generate a system view

8) Update ProtecTIER code

>>> Your choice?

4. Once in the ProtecTIER Configuration Menu, select Update Firmware to
update all the firmware in your TS7610 or TS7620 server.

ProtecTIER Service Menu running on rassmx

ProtecTIER Configuration (...)

1) Configure ProtecTIER node

2) Recover Configuration for a replaced server

3) Configure enclosure serial number for a replaced enclosure
4) Update Time, Date, Timezone & Timeserver(s)

5) Configure replication (...)

6) IP Network configuration (...)

7) Update Firmware

8) Update the System's name

9) Validate configuration

10) Single node - code upgrade (For Support Use ONLY)

B) Back
E) Exit

>>> Your choice?
o

When the Update Firmware option is selected, the system shows the following
prompt:

In order to update the Node's firmware level, all the services will be
stopped. Would you like to update the Node's firmware level? (yes|no)

5. Type yes and press <enter> to stop all services before updating the firmware.

Important: Do not power off the server. Powering the server off during a
firmware update can damage a hardware component.

6. The firmware version can be viewed through yourProtecTIER Service Menu
Version Information option. From the Version Information Menu select
Display Firmware Version

ProtecTIER Service Menu running on rassmx
Version Information (...)

1) Display version information

2) Display Machine Reported Product Data (MRPD)
3) Display Firmware Versions

B) Back
E) Exit

>>> Your choice?
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Configuring the ProtecTIER V3.3.6 TS7610 or TS7620 system
About this task

This is normally a customer installation task. Once the TS7610 or TS7620 hardware
is installed, you are ready to perform the software configuration to set up and
customize the system for your working environment. In|“Configuring the]
ProtecTIER V3.3.6 TS7610 or TS7620 system”| throughl”Updating customer networkl
settings” on page 38 [use IP Network Configurations on the ProtecTIER
Configuration Menu, to update the system and network server settings.

Note: During the configuration procedure, you will be prompted to stop all
services. Stopping services will take the system OFFLINE meaning that all current
activities will be stopped including critical ones such as Backups and Restores.

If you experience problems during the TS7610 Appliance Express hardware setup
or server configuration process, refer to the IBM TS7610 and TS7620 ProtecTIER
Deduplication Appliance Express User’s and Maintenance Guide, v3.3, GA32-0916, on
the IBM TS7610 ProtecTIER Deduplication Appliance Express and IBM TS7620
ProtecTIER Deduplication Appliance Express Publications CD.

Accessing the ProtecTIER Service Menu
About this task

Procedure

1. If necessary, power on the server and the monitor, and wait for the login
prompt to display.

2. With a monitor and keyboard plugged into the TS7610 or TS7620 server. Log on
with ID ptconfig password ptconfig

3. Log in to access the ProtecTIER Service Menu. Select the ProtecTIER
Configuration option.

1) ProtecTIER Configuration (...)
2) Manage ProtecTIER services (...)
3) Health Monitoring (...)

4) Problem Alerting (...)

5) Version Information (...)

6) Generate a service report

7) Generate a system view

8) Update ProtecTIER code

>>> Your choice?

4. Once in the ProtecTIER Configuration Menu, select Update Time, Date,
Timezone & Timeserver(s) to set your server Time, Date, Timezone &
Timeserver(s).
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ProtecTIER Service Menu running on rassmx

ProtecTIER Configuration (...)

1) Configure ProtecTIER node

2) Recover Configuration for a replaced server

3) Configure enclosure serial number for a replaced enclosure
4) Update Time, Date, Timezone & Timeserver(s)

5) Configure replication (...)

6) IP Network configuration (...)

7) Update Firmware

8) Update the System's name

9) Validate configuration

10) Single node - code upgrade (For Support Use ONLY)

B) Back
E) Exit

>>> Your choice?

5. Go to[“Configuring the ProtecTIER V3.3.6 TS7610 or TS7620 system” on pagel

Setting the timezone

Use the procedures in this task to change the time zone setting to match that of
your location. You must set the timezone to ensure accurate system timekeeping.

Before you begin

If either of the following conditions is true, skip this task and [“Configuring]
the ProtecTIER V3.3.6 TS7610 or TS7620 system” on page 32)and go directly to
“Configuring the ProtecTIER V3.3.6 TS7610 or TS7620 system” on page 32}

* You have an FSI system on which you plan to implement Active Directory user
authentication. A time server is required for this configuration.

* You want to use a network time server to simultaneously synchronize the time,
date, and timezone settings on all of your TS7620 Appliance Express servers,
regardless of their configuration type.

Otherwise, proceed as directed in the steps